
The Sky is not the limit: untapped opportunities for Green Computing  
Colleen Josephson, VMware and UC Santa Cruz  Nicola Peill-Moelter, VMware 

Zhelong Pan, VMware    Ben Pfaff, VMware  Victor Firoiu, VMware      
 
Abstract 
The Information and Communications Technology (ICT) in-
dustry emits as much carbon as the aviation industry [9], and 
if we continue business as usual our share of emissions will 
grow manyfold in the coming decade [6]. At the same time, 
more and more businesses are making commitments to be 
zero carbon or carbon neutral by 2050 or sooner. The path to 
zero carbon ICT has four key pillars: prioritizing renewable 
energy, using resources like power and water more effi-
ciently, addressing embodied carbon, and removing institu-
tional barriers. We discuss from a broad industry perspective 
the challenges and opportunities within each pillar, as well as 
the role ICT can play in helping other industries achieve zero 
carbon goals. 

1. Introduction 
The 2021 Intergovernmental Panel on Climate Change 
(IPCC) report [14] elevated sustainability to the top of public 
discourse. The report, based on more than 14,000 scientific 
research papers, spells out exactly what will happen if hu-
manity does not rapidly get greenhouse gas emissions under 
control—if we don’t make rapid progress towards carbon 
neutrality, extreme weather, destruction of animal habitats, 
and glacial melting resulting in the rise of sea levels will all 
dramatically accelerate. 

The Information and Communications Technology (ICT) in-
dustry has changed the way we work and live. Our modern 
economy relies on connected computation, and the growth of 
datacenters and communications networks shows no sign of 
stopping. By some models, the industry currently accounts 
for 4-10% of global electricity use [5], with that share pro-
jected to grow to up to 20% by 2030 [6]. Currently, electricity 
generation is the leading cause of greenhouse gas emissions 
[7]. Though the adoption of renewables is growing, 67% of 
the world’s electricity is generated from carbon-intensive 
sources like coal and natural gas [8]. Due to the high propor-
tion of non-renewable electricity generation, the ICT industry 
currently accounts for at least 2% of global greenhouse gas 
emissions, on par with the aviation industry [9].  

The urgency of the climate situation, paired with the strong 
expected growth of the ICT industry, means that practitioners 
must put serious effort into keeping emissions under control. 
Fortunately, growing numbers of businesses are making com-
mitments to be zero carbon or carbon neutral by 2050 or 
sooner. As of 2021, 38% of Global Fortune 500 Companies 
have set a significant 2030 emissions target [12]. But how do 
we get there? 

Focusing only on energy consumption in the sustainable ICT 
misses other important parts of the picture. The path to zero 
carbon ICT has four pillars: prioritizing renewable energy, 
using energy and other resources such as water more effi-
ciently, transitioning to a circular economy to reduce embod-
ied carbon, and removing institutional barriers.  

Historically, energy consumption has been an outsized focus 
because reducing consumption also reduced operational 
costs. Now, however, arguably we must shift some effort to 
making sure the energy we do consume is from renewable 
and sustainable sources. Due to the inherently fickle nature 
of renewables (the sun doesn’t always shine, and the wind 
doesn’t always blow), transitioning to 100% renewable en-
ergy will take considerable changes to business-as-usual. We 
discuss these challenges in Section 2. 

The second pillar, using resources more efficiently, requires 
broadening our scope. Energy efficiency is top of mind and 
is certainly important, but sustainability also encompasses ef-
ficient use of other resources, like water and land. Data center 
cooling consumes considerable water [13], and the physical 
infrastructure can also have non-negligible emissions when 
constructed with carbon-intensive materials like concrete 
[15]. We discuss these challenges further in Section 3. 

The third pillar is addressing embodied carbon. Our current 
economic model is linear and based on a take-make-waste 
model, which creates considerable waste and pollution in fa-
vor of speed and affordability. Sustainability requires us to 
design to reduce resources utilized and waste and emissions 
during production and distribution, which comprise a major 
portion of the carbon footprint in our industry. To address it, 
the ICT industry must transition to a circular economy based 
on three principles: (1) designing low- or no-waste products, 
(2) using products and components for as long as possible, 
and (3) preserving or enhancing renewable resources by 

Figure 1: The four key pillars of zero carbon ICT are prioritizing 
renewable energy, using resources more efficiently, addressing 
embodied carbon, and removing institutional barriers. 



recovering and reusing or recycling end-of-life equipment. 
Significant innovation in re-use and recycling will be neces-
sary for this transition. We discuss this further in Section 4. 

Finally, the fourth pillar is removing institutional barriers. 
The first three pillars have several technical challenges, but 
institutional barriers like culture, policy, and infrastructure, 
can often be more difficult to address. These issues cut across 
the other three pillars, as well as posing their own issues that 
we cover in Section 5. 

2. Renewable Energy 
Most emissions in ICT are indirect, caused by the power used 
to run the business or the power used to source materials and 
build the hardware the business uses. Emissions can be split 
into three categories: Scope 1 emissions which are direct 
emissions from burning of fossil fuels (e.g. fuel for company 
vehicles), Scope 2 emissions which are indirect emissions 
from purchased electricity and gas, and Scope 3 which are all 
other indirect emissions in a company’s value chain; includ-
ing upstream emissions in the supply chain (e.g. emissions 
from the manufacture and transport of purchased goods and 
services, business travel and employee commuting).  

As of 2018, 67% of the world’s electricity is generated from 
carbon-intensive sources like coal and natural gas [8]. If we 
can transition ICT companies to operate entirely on renewa-
ble energy, this will significantly reduce overall emissions. 
The transition to 100% renewable power is simple in concept 
but challenging to execute in practice—it will require a lot of 
innovation and policy outside the direct control of ICT com-
panies. As we wait for this transition to take place, however, 
we can take substantial and impactful steps to minimize the 
amount of Scope 2 and 3 emissions. The remainder of Sec-
tions 2 and 3 address how to minimize Scope 2 emissions, 
while Scope 3 emissions are discussed further in Section 4. 

2.1. Carbon Awareness 
“You cannot manage what you cannot measure.” Carbon 
footprint reporting tools [40-43] have been picking up speed 
in the ICT industry. Such tools provide carbon emission by 
time, regions, products/services, and projects. Recently, in 
March 2022, the SEC passed a proposal for public companies 
to disclose greenhouse gas emission metrics [1]. Such reports 
and tools can bring carbon awareness to executives, infra-
structure teams, and perhaps application owners. They can 
drive positive change to address climate impacts of cloud 
workloads, thus marching the industry towards Net Zero. 

For calculating a software system carbon footprint, the Soft-
ware Carbon Intensity (SCI) specification [2] is a good start-
ing point. It considers carbon emissions due to energy con-
sumption and the embodied carbon during the creation and 
disposal of a hardware device: 

SCI = ((E × I) + M) per R 

Where E is the consumed by a software system, I is location-
based marginal carbon emissions, M is embodied emissions 
of a software system and R is the functional unit (e.g. carbon 
per additional user, API-call, ML job, etc.). 

Though the above SCI formula is simple and straightforward, 
an accurate measurement or a good estimate of each compo-
nent is needed to compute the number. Consider an example 
VM to exemplify the work needed and challenges. 

Firstly, power consumption of the VM’s host is measured and 
the VM’s energy consumption is modeled. Host hardware 
power sensors can be read to measure the host’s power con-
sumption. Collaboration is needed with hardware vendors to 
further allocate host power consumption to individual com-
ponents, like CPU, memory, fan, devices, etc. Hypervisors 
can then attribute host power consumption to individual 
VMs, based on VM configuration and resource utilization. 

Secondly, third-party services, such as WattTime [3] and 
ElectricityMap [4], provide regional and temporal marginal 
carbon emissions with 5-minute to hourly granularity that can 
be used to convert the energy to carbon for carbon-aware 
workload management based on time and location. Good out-
comes, however, will depend on the accuracy, timeliness, and 
completeness of the emission factor data sets, which don’t 
exist today. 

Lastly, to incorporate embodied emissions into carbon man-
agement, a database of embodied emissions for different 
server models is needed. Today, only a few vendors provide 
this information, for example, using Dell [10] and HPE [11] 
product carbon footprint data. Like power consumption, em-
bodied emission can be attributed to VMs based on their con-
figuration and resource utilization. 

Bringing carbon awareness to a multi-cloud environment and 
to modern applications is a new concept. Several questions 
are yet to be answered. What can be done beyond hosts and 
VMs? How can carbon emissions due to public cloud con-
sumption best be report and analyzed? Can the accuracy of 
embodied carbon and scope 3 emissions in general be im-
proved? How can the carbon emission data be improved? Can 
developers and operators be engaged to leverage carbon 
emissions to measure and improve their applications? 

Carbon awareness is an initial important step to measure or 
estimate the carbon impact, during the era of digital transfor-
mation. This work will help the operators to monitor, operate 
and improve the sustainability of the IT infrastructure and 
modern applications. It will enable innovations in carbon 
avoidance or carbon reduction techniques, which will be dis-
cussed in the following sections. It will also enable matching 
of the measured demand in renewable energy for computa-
tion with the renewable energy generation. Such demand-
generation matching presents significant challenges and op-
portunities, which is discussed next. 



2.2. Distributed, decentralized workload shifting 
Globally, renewable energy (solar, wind) generation has 
grown rapidly over the last decade [23]. Renewable energy 
has very low carbon intensity and a zero marginal operating 
cost, and so is a critical component to achieving zero carbon 
computing and should not be wasted. However, pervasive 
imbalances in renewable generation and the transmission 
capability limitations that prevent the grid from transporting 
energy to where it is needed causes generation to be 
temporarily curtailed and wasted. (Non-renewable generation 
is limited less by transmission limits because such plants can 
be built in more geographies.) A. Chien and team have 
documented the extent of renewable energy curtailment and 
that it is increasing rapidly in the U.S. and globally [24, 25, 
26, 27]. Potential solutions include co-located battery storage 
and construction of more transmission capacity. But these 
approaches do not yet scale due to cost, and traditional loads 
cannot be physically moved. 

Opportunity: On the other hand, computation workloads can 
be flexible in time (scheduled for delayed execution) and 
space (transferred across any geographical distance with lim-
ited cost), although some require real-time execution or must 
execute in a particular place e.g. due to network latency or 
data sovereignty issues. This opens the possibility of shifting 
workloads in time and space to take advantage in real time of 
any amount of excess renewable energy. Initial results show 
that a single datacenter that time shifts load can reduce its 
emissions by 19% annually [28]. Such workload shifting pre-
sents significant challenges, which we examine next. 

Emerging technology: Time and space shifting of computa-
tion workloads to match renewable energy production has 
high potential for reducing, even eliminating, fossil fuel use 
in both computation and traditional uses, the latter by ena-
bling more development of renewable energy generation 
without the downside of wasted energy. The first application 
of workload shifting has been experimentally deployed in 
some public cloud providers, taking advantage of their diver-
sity of data center locations and the high capacity of the pro-
vider-owned, inter-data center connectivity, with promising 
results [36], [37]. 

Opportunity: Even after intra-provider workload shifting 
becomes widespread, there is high potential beyond public 
cloud providers, given that a large proportion of computation 
workloads are performed outside of public clouds, such as in 
private or on-prem data centers [38]. 

Proposed Approaches: One novel approach would be for an 
organization to shift its workloads across cloud providers. 
The emerging field of multi-cloud, such as the Sky Compu-
ting initiative [35], which is set to define standardized/ unique 
interfaces to all cloud providers, can become a practical 
framework for customer-driven workload shifting.  

A non-technical challenge is the current practice of cloud pro-
viders to charge high rates for data exported from their cloud. 
Some providers have started to band together in waiving 
egress fees for their bandwidth among mutual customers [32]. 
This can further be addressed by market and social move-
ments that favor the expanded use of renewable energy. 

Another approach, which is the most speculative and requir-
ing further research, is based on cooperative computing. Spe-
cifically, organizations in diverse time zones or geographic 
or meteorological conditions to pool some of their on-prem 
or private compute infrastructures and then migrate their 
workloads across these data centers to match the availability 
of renewable energy. 

Challenges and proposed approaches: A first challenge is 
the security implications of sharing computation infrastruc-
ture between unrelated companies or organizations. The 
emerging techniques of confidential computing [29], [30] and 
data sovereignty [39] can help mitigate these risks.  

Confidential computing may raise questions about the added 
computational overhead, which would result in counterpro-
ductive increase in energy usage. Nevertheless, recent ad-
vances in this area, including hardware assist in Trusted Ex-
ecution Environments (TEE) have resulted in the minimiza-
tion of such overhead. For example [53] shows a joint 
development and integration of AMD Secure Encrypted Vir-
tualization (SEV) with VMware vSphere and vSAN, which 
exhibited “a low performance overhead of ~1.4% on OLTP 
workload and ~6.2% on DSS workload with SQL Server 
2019.” A more detailed performance analysis of memory pro-
tection (which is at the core of confidential computing) is in 
[54], where both AMD SEV and Intel Software Guard Exten-
sions (SGX) show energy cost per pub/sub operation very 
close to the baseline without memory protection. 

A second challenge is the added cost (monetary, energy, and 
carbon) of moving workloads due to the nonlinear power pro-
portionality of servers (even an idle server still uses about 
half its maximum power, although this is improving) and the 
energy required to move and run workloads/data to and in a 
different location. 

A third challenge is data gravity for stateful workloads. When 
working with large datasets, moving the bulk of data around 
is cumbersome and expensive. In such cases, we may lever-
age existing data replication mechanisms, in data protection 
solutions or distributed databases. 
A fourth challenge comes from the logistics of sharing com-
putation capacity, including distributed resource accounting 
and scheduling, multi-tenant priority resolution, service 
agreements and cross-charging, all of which raise questions 
of institutional barriers. Practical approaches can include ex-
isting work on cloud brokers [44], organized either by con-
sortia of interested companies or by independent third parties. 



A fifth challenge is that shifting large amounts of workloads 
(both in time and space) can create imbalances and instability 
in the power grid (generation and transmission). Large organ-
izations participating in workload shifting could help by join-
ing the local ISO power market to provide their own demand 
forecasts and to obtain real-time information and forecasts for 
renewable energy supply, but this approach is not available 
to small to medium companies. 

A sixth challenge is the availability of quality, high-resolu-
tion carbon intensity data. ISOs are reluctant to provide data 
for business reasons, and the format and type of information 
varies when it is available. Recent work [34] has made in-
roads toward this goal, but much more work is needed to 
achieve uniform availability across the US. We speculate that 
pressure from major power consumers may help in incentiv-
izing higher data quality and creating standardized APIs.  

3. Productive & Efficient Resource Utilization 
Key to minimizing the energy consumption and carbon emis-
sions for computing is maximizing productive use of IT in-
frastructure. Consider aviation: the more densely occupied 
planes are, the fewer flights are needed to meet a given level 
of travel demand. Before server virtualization, the average 
server utilization was only about 5-15% because each appli-
cation ran on its own server and those applications were not 
busy much of the time. With server consolidation due to vir-
tualization, server utilization has risen, but still remains be-
low 30% [45], for several reasons: (1) oversized virtual ma-
chines (VMs) and “zombie” VMs that unproductively hoard 
and strand compute resources; (2) physically siloed infra-
structure, time-of-day use of enterprise applications, and fail-
over and peaking capacity all contribute to significant, un-
used, spare capacity; and (3) inefficient applications that use 
more compute, storage, and networking resources than nec-
essary. On a related note, nonlinear power proportionality of 
servers also contributes to unproductive energy use as servers 
consume 40+% of peak power at idle. Therefore, maximizing 
server utilization makes the most of the server energy con-
sumption. Imagine if server utilization could be doubled, ef-
fectively halving the amount of IT and data center infrastruc-
ture required to support the world’s growing appetite for 
computing! Imagine the energy, carbon and cost savings!  

3.1. Reducing Waste 
Simplification and automation are key to reducing waste. For 
example, despite tools that can identify oversized VMs, tech-
nical and process issues often impede right-sizing at scale--
Application and resource and business requirements must be 
checked before VMs can be right-sized to minimize risks.  

Zombies are VMs or servers that are no longer doing produc-
tive work but still consuming compute, storage and data cen-
ter resources. Zombies arise when people leave organizations 
and projects are ended and infrastructure is left behind and 

forgotten. One study found that almost 60% of physical serv-
ers and 80% of VMs were zombie across 16,000 virtualized 
and non-virtualized physical servers in 10 data centers [17].  
Zombies that have little to no activity are easy to identify, but 
many zombies have residual activity such as backups, virus 
scanning, patch updates, that obscure whether they are in pro-
ductive use. The answer may lie in life cycle management of 
VM and server assets. Assessing the typical activity of an as-
set over its lifetime can provide clues about whether there has 
been a dramatic change in usage and flag that asset for further 
scrutiny. Tracking accountability for an asset can also sim-
plify management of that asset, answering questions about 
why an asset was deployed and who is responsible for it. 

3.2. Shared and On-Demand Capacity 
With emergence of hybrid cloud, spare capacity for peak de-
mand and failover can be provided by on-demand capacity in 
the public cloud. Solutions are already available to deploy 
backup capacity in the public cloud that significantly reduces 
failover capacity requirements. The next step is enabling the 
public cloud to dynamically and seamlessly absorb load once 
the on-premises capacity is reached while meeting perfor-
mance, security, and geographic requirements. Furthermore, 
public cloud operations can have significantly lower energy 
and carbon footprints due to more energy efficient hardware, 
operations and adoption of renewable energy compared with 
on-premises operations. Where this is true, acceleration of 
workload migration to public cloud can be encouraged. 
Historically, IT organizations supported business unit activ-
ity, applications, and projects with physically siloed IT infra-
structure. Technically, this is no longer necessary with the 
evolution of virtual networking that can create virtual separa-
tions that can meet business requirements (resource, security, 
performance, legal). This can enable IT resources to be more 
readily shared among organizations, reducing unused capac-
ity and minimizing IT infrastructure required to support the 
business. Yet siloed infrastructure is still common in on-
premises environments, contributing to underutilization. Of-
ten this is due to cultural and institutional barriers that resist 
new ways of doing things. Section 5 adds details. 
3.3. Resource-Efficient Applications 
Applications that are architected, designed, and coded to min-
imize compute, storage, and networking resources can enor-
mously reduce the amount of IT and data center infrastructure 
required. Specialization is a  promising approach to making 
applications more resource efficient. Specialized hardware 
using domain-specific architectures [48] for graphics, ma-
chine learning, networking, and other major applications uses 
less energy than equivalent computations using general-pur-
pose CPUs. Specialized software, such as unikernels de-
signed to run a single application [49], tend to use fewer re-
sources than using a general-purpose operating system [50]. 



3.4. Equipment Power Management 
Even if average utilization is improved significantly, the non-
linearity of server power (power proportionality) results in 
inefficient energy use during periods of low utilization and 
idleness. Server components that contribute most to power 
consumption include CPU (GPU), fans, memory and hard 
drives if they are not solid state. Power supplies are also a 
source of inefficiency. The conversion efficiency of a server 
power supply can decrease significantly when the server 
power draw drops below 40% relative to power supply’s 
rated power, for example dropping from greater than 95% to 
below 80% efficiency.  

Power management of servers, that is, putting servers into a 
lower power state, can improve energy efficiency during pe-
riods of idleness and low utilization, saving up to 50% of 
maximum power draw. CPUs can be put into lower P and C 
states when not busy. Care should be taken as there can be 
performance implications due to latency in returning to 
higher states. Fans can be programmed to spin at a rate that 
is proportional to the CPU temperature. Spinning hard drives 
can be replaced by solid state drives. Power supplies should 
be right-sized to be closer to server rated max power.  To 
minimize risks, servers must be able to reliably come back 
online within seconds, and essential functions such as patch 
updates and battery charging must not be interrupted. 

Unfortunately, technical innovations alone are not enough to 
achieve higher infrastructure utilization. There is also a need 
to overcome institutional barriers (Section 5) that often im-
pede the implementation of technical solutions. 

3.5. A Note about Jevons Paradox 
Jevons Paradox postulates that an increase in resource effi-
ciency will, in the long term, result in an increase, rather than 
a decrease, in consumption of that resource. The International 
Energy Agency published a report in 2021 that shows a sig-
nificant long-term reduction in energy intensity and stabiliza-
tion of energy consumption with exponential increases in In-
ternet traffic (16.9x increase) and data center workloads (9.4x 
increase) over the past decade  [46]. Furthermore, a 2020 IDC 
report [47] estimates that since the introduction of virtualiza-
tion technologies, the world has avoided the deployment of 
130 million servers saving 2.1 GWh of energy and associated 
1.2 billion metric tons of carbon dioxide emissions. 
 
4. Embodied Carbon 
Embodied carbon is carbon emissions due to the manufactur-
ing of an item. Until recently, the ICT industry had not widely 
considered the embodied carbon of ICT infrastructure or the 
carbon emissions associated with its end of life, due to a lack 
of data, accepted methodology to accurately estimate embod-
ied carbon, and a focus on use-phase emissions (typically 

scope 2 emissions) rather than supply chain-related emissions 
(scope 3). 
More recently, major IT hardware manufacturers have begun 
to calculate the embodied carbon of their core products. Dell 
provides embodied carbon for most of its product lines [10]. 
Dell estimates that, across its server product line, use-phase 
emissions are typically >80% of total carbon emissions, with 
embodied carbon <20%. This is consistent with HPE’s esti-
mate for its Proliant DL360 Gen10 server with use-phase 
emissions at 88% of total [11]. On the other hand, end user 
devices tend to be the opposite, with most of the carbon emis-
sions as embodied carbon [20], because end user devices in 
general (1) require much less power than data center IT 
equipment; (2) often rely on battery power and so must be 
designed to be energy efficient; and (3) the embodied carbon 
of the components, materials and manufacturing processes 
have grown over time while the carbon-intensity of electricity 
has shrunk. Apple has estimated the life cycle emissions of 
its products for many years and has shown that with inten-
tionality, carbon impact can be significantly reduced [16]. 
It is currently difficult to estimate embodied carbon. Broad 
awareness of the concept is still developing, so data is sparse. 
As such, many companies don’t account for it because it’s 
hard to do. As mentioned before measuring the problem is a 
prerequisite to any solution, so efforts like [2] are important. 
Once we measure the problem, however, how do we solve it? 
Two main strategies are: (1) minimizing the amount of phys-
ical IT and data center infrastructure required to support 
workloads, as discussed in Section 3, and (2) adopting circu-
lar economy practices that extend the useful life of electronic 
equipment and components. Success for the latter depends on 
re-thinking the design and end-of-life phases to:  

1) maximize the useful life of equipment through compo-
nents that are hot-swappable, interchangeable and have 
cross-compatibility (for example, power sup-
plies/cords); 

2) minimize the consumption of virgin materials using re-
cycled materials and facilitating the recovery and recy-
clability of components and materials; and  

3) build on existing secondary marketplaces to facilitate 
and accelerate the repurposing of equipment, like the 
Junkyard Datacenter work proposes [21].  

 
5. Institutional Barriers 
Technology, tools, and information are necessary, but not 
sufficient. Real business requirements such as performance, 
security, time-to-market, risk mitigation, and legal require-
ments can sometimes oppose and take precedence over pro-
cesses and techniques to improve energy and carbon effi-
ciency. However, legacy institutional and cultural barriers 
that no longer serve a business purpose also impede progress 
to achieving zero carbon ICT. These barriers can include 



existing policies, processes, incentives/disincentives, out-
dated thinking, and ingrained habits. For example, consumer 
e-waste recycling rates are only 17% in the US [22], how can 
we encourage this to change? The goal of sustainable ICT re-
quires organizational change that, like any other organiza-
tional change, starts with leadership. This includes aligning 
the organization by creating a vision, setting goals, aligning 
with business goals, developing performance metrics to track 
progress, implementing new policies and processes, provid-
ing training and incentivizing desired behaviors.  
Internally, we have strong messaging from leadership that 
makes clear our commitment to sustainable innovation in en-
gineering. However, one challenge we have encountered is 
that though we see general enthusiasm for sustainable prac-
tices from engineers, there is a lack of knowledge on how to 
be more sustainable. Issues like this are starting to be ad-
dressed through organizations like the Green Software Foun-
dation [18], the Sustainable Digital Infrastructure Alliance 
[19], and other cross-industry consortiums developing best 
practices, tools, metrics, and standards to integrate sustaina-
bility into the software development process. 
Progress in this area could be accelerated by introducing sus-
tainability concepts in core electrical engineering and com-
puter science curriculums. Relatively few colleges and uni-
versities offer sustainable computing courses, and none, to 
our knowledge, have these concepts as a required part of the 
curriculum.  
Another barrier is resistance to change. Major infrastructure 
changes, even those known to be beneficial, can face re-
sistance and have trouble reaching activation energy. Experi-
ence shows that overcoming this resistance requires that it 
solves a problem that is causing pain within the business 
along with a product or service that can be adopted to solve 
it. Server virtualization is one example: the trouble and ex-
pense of managing many physical machines was solved by 
adopting commercial virtualization software. Networking 
also followed this pattern, in which network virtualization 
software offering eased increasing administrative expense 
and delays of managing VLANs within an organization. We 
expect green computing to follow this pattern as well. 
Another example is end-of-life device security policies that 
hinder reuse or recycling of machines, since it is perceived as 
more secure to destroy a device than to allow secondhand use. 
Barriers can also be external to an organization. Power com-
panies, for example, resist releasing accurate and high-reso-
lution emissions data that could enable carbon optimization 
because they consider it proprietary. And engineers want to 
make greener software, but the current tools that they use are 
designed primarily to optimize other aspects.   
Finally, cost is another barrier that often is discussed in the 
context of carbon reduction and sustainability. There is a per-
ception that dollar cost is the ultimate decision point in busi-
nesses. This is beginning to change, however. Corporations 

are operating with more complex cost functions that consider 
sustainability as an input. Due to growing social and political 
pressure, 38% of Fortune 500 companies have made a signif-
icant sustainability target as of 2021 [51]. This is up from 
25% just 2019. We anticipate that the number of companies 
with sustainability targets will only increase. This, in turn, 
will put pressure on their partners and suppliers [52]. We 
hope that this will create a positive feedback loop. 
 
6. Conclusion 
Our modern economy depends on the ICT industry. ICT cus-
tomers rely on the industry to help them meet their carbon 
targets. We laid out an industry perspective on the four pillars 
of sustainable ICT. To conclude, we issue a call to action: it 
is up to each organization to progress in each pillar through 
some appropriate combination of direct innovation, funding 
academic research, investing in partnerships, and advocacy. 
Sustainable ICT is challenging because the problems span the 
entire stack of hardware and software, and complex non-tech-
nical barriers can be difficult to surmount. 
We see many opportunities for further research into sustain-
able ICT. Work is needed in load balancing of work across 
time and space while obeying constraints on carbon intensity 
along with cost and latency metrics, and honoring data sov-
ereignty restrictions. For this purpose, identification of good 
candidate workloads for migration is an important sub-prob-
lem (as well as reformulating unsuitable workloads as suita-
ble ones), which also requires modeling the carbon cost of 
migrating different types of workloads. Significant research 
is also needed to make cooperative computing across inde-
pendent organizations practical: confidentiality of data and 
code at rest (storage) in transit (network) and in process (pro-
tected memory). Tools for creating green software, e.g. meas-
uring, reporting, monitoring tool and tools for finding and fix-
ing bottlenecks, are another important focus. In addition, this 
area is cross-cutting, so that many areas of computing will 
need to intersectionally consider sustainability. 
We encourage each organization to face the key challenges 
within the scope of their core business. For challenges outside 
a company’s core business area, several options are still 
available: we recommend leveraging industry groups like the 
Next G Alliance [31], the Information Technology Industry 
Council [33], the Clean Energy Buyers Association [33], the 
Sustainable Digital Infrastructure Alliance [19] and the 
Green Software Foundation [18] to dialogue with companies 
across areas and to jointly pursue innovation, standards and 
policy changes that further sustainability. Companies should 
also consider requiring partners and suppliers to have a zero-
carbon plan or science-based target and hold them accounta-
ble. These actions will help everyone row together and in the 
same direction and accelerate towards a zero-carbon future! 
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